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Abstract

The traditional likelihood ratio test statistic fotesting hypothesis
about goodness of fit of multinomial probabilities one, two and multi —
dimensional contingency table was simplified. Advageously, using the
simplified version of the statistic to test the hhlypothesis is easier and faster
because calculating the expected cell frequency dmees absolutely
unnecessary. The conclusions of the numerical exdes considered to
illustrate their usage agreed perfectly with thatf dhe traditional and
simplified method of the Pearson chi—squared statiseven when the
observed cell frequencies of some cells are small.
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1.0 Introduction

Various methods are now available for testing higpsis about goodness of fit of multinomial
probabilities. Among them are the Karl Pearsond@ Bleyman’s chi—square statistics introduced in 1900
and 1949 respectively [1]. The use Likelihoodaaést was also introduced by Neyman and Pearson in

1928[2]. These statistics are distributed as chguare ()(f) distribution in large samples, wheke is

the degree of freedom [2]. Returning to the undiegl )(2 approximation to each of these statistics, it

has been suggested that approximation is only walidn the expected values are large and that the
approximation ceases to be appropriate if any efetkpected cell frequencies becomes too smallir The
asymptotic equivalence can be found in the worRishop et al [3].

The simplified version of the Pearson chi-squareatissic in one and two-dimensional
contingency table was provided by Ayinde and lyama4]. Ayinde [5] also gave the simplified vensio
of the statistic in multi- dimensional contingenaple. The simplified version of the Neyman chi-scpa
statistic in one, two and multi- dimensional cogéncy table was provided by Ayinde and Ayinde [6].
The results of these simplified versions showedt tiesting hypothesis about goodness—of—fit of
multinomial probabilities could be done without@ahting the expected cell frequencies.

In this paper we therefore provided the simplifietisions of the traditional likelihood ratio tesatsstics in
one, two and multi-dimensional contingency tabled at the same time give numerical examples tatithite their
usages even when the observed cell frequenciessghan 5.

2.0 M aterials and methods
The traditional likelihood test statistic to testpbthesis about goodness-of-fit of multinomial

probabilities demands that”be greater than th%ib. before the null hypothesisH,) can be rejected
3].

Consequently, for the likelihood test statistic tleision rule is rejecH, if

Y'=2x |og[%J > X2 (2.1)
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with (k - 1) degree of freedom if it is a one dimensional table, wigere NP, and P, =probability of

each cell. In a two dimensional contingency table, the deaiglens rejectH,, if
2 _ r C OIJ 2
Y= 22;“2:;10” log) — | > Xo (2.2)

]

with (r - 1) - 1) degree of freedom if it is a two dimensioeahtingency table, wheree, = np,

N,
andp, :%X—h‘. (Independent of the factors). Also, in a mulimensional d) contingency table, the

rcm O
decision rule is rejecH , if Y?= 2% 0,. Iog( Lt j > x2 (2.3)
k...
with r x ¢ x m x...) - f + ¢ + m +..) + d - 1) degree of freedom, wheeg =np, ,
- n,
Py SL VLT (Independent of the factors) and ... implies thetinuation of the factors.
n n n

2.1 Derivation of the simplified likelihood ratio statistic in one-dimensional table.

Y2=2y PO Iog(&J > x%, = 250[log0, -loge]> x2 bute =np,, therefore we have
i=1 € i

Y?=250[logO, ~(logn+log p, )| > xZ, =250, {Iog(&) ~log n} > Xip =250 |09(&J
i i p i

-2Y0,logn> xZ . Also, noting thaty’ O =n
i i=1

Y? =230, log (QJ -2nlogn> x2, (2.4)
This is the simplified likelihood test statistichigh can be used to test the same hypothesis in one
dimensional table.

2.2 Derivation of the simplified likelihood ratio statistic in two-dimensional table.

L]

roc O. n xn.
Y?=2y30, Iog[—”] > X = 2230, [Iog O, —log e”]>)(fab_ but e, =— - -, therefore
i=1j=1 e i

we have Y?=2¥¥0, [Iog 0, —(Iog n_+logn; —log n)] > X2
[

2
> X,

O,
=2y30, [Iog[ - J+Iog n

n, Xn.j

O.. r c
=2y 30, Iog( - J+ 2y >0, logn> xZ, . Also, noting thaty > O, =n
i i j

n, xn_j i=1j=

i B

O,
Y? = ZiZ;Oij Iog( x” )+2n|og n>xz (2.5)

This is the simplified likelihood test statistichigh can be used to test the same hypothesis intwo
dimensional table.

2.3 Derivation of the simplified likelihood ratio statistic in multi-dimensional table.

2 _ AT Oijk... 2 2
Y*© = 2% Oijk,‘, Iog > X, = 2”; Oijkm [Iog Oijkm - Iog eljkm] > X, but
k...
n._xn,; XN, ..
e| = Jnd—l : !
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(whered = number of the dimension of the table), therefeechave

=25, Oijk.,.

ik

>y
n xn. xn tab.

[ e ke

O.
Iog( e . j+(d—1)|ogn

O,
=2>0, Iog( e J+ 20, (d-1)logn> xg,
ik n_x n] XN, X.. k... .

Also, noting thatrCZmNOijkm =n

K.

n_.xn;, xn, x

O.
Y? =250, Iog( } 2n(d -1)logn> x?, (2.6)
iik....

This is the simplified likelihood test statistichigh can be used to test the same hypothesis iti mul

dimensional ) table. Now ifd = 1, equation (2.6) become¥’ =23 O, Iog(gj > xZ . But
i [']i
n =€ =np , therefore we have
2 Oi 2 Oi 2
Y* =20, log| — [-logn|> x., = 2>0, logl — |-2> 0, logn> x..
i P : P, :
Also, noting that}kj O =n
i=1
2 Oi 2
Y*=2¥0, Iog(—)— 2nlogn> x2, (2.7)
This is the same as that of equation (2.4 #f2, equation (2.6) becomes
O,
Y?=2Y30, Iog( ’ j+2n|og n>xZ (2.8)
T n xn,
This is the same as (2.5) aboved ¥ 3, we obtain equation (2.9) from (2.6) as
Oijk 2
>0, logl —————— |+4nlogn> ., (2.9)
iik ni... X n.j. x n..k

If d =4, equation (2.6) gives (210) as

O.
>0, |og[ - )+6nlog n>xzZ (2.10)
ijd n. XN, xn,xn,

This can continue for any number of contingencyetab

3.0 Numerical Examples
Example 1: The table below shows the numerical example cdemnsd by Ayinde and lyaniwurwa [4] in
their paper.

Table  The number of heads obtained when 4 coins asedo$20 times.

Number of heads | 0 1 2 3 4
o)
Number of times 15 35 40 20 10
®

Test the hypothesis that the coins are fait at0.1, 0.05 0.03 and 0.01; and compare your esuth
that of Pearson Chi-squared Statistic.
HINT: P, =i,P1 :i,pZ =£,p3 :i,pA -1
16 16 16 16 16
Solution
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This is a one-dimensional problem.
1. Using thetraditional Likelihood method
The traditional Likelihood test statistic for a edienensional table as given in equation (1) is

Y?=250 log(gJ > X
i=1 ei

. o) 15 35 10
Y2 =250, log| — | =2 15log| = |+35log| = |+...+10log| — || =1169736
20, g[eJ 2{ 9(7.5] g(soj g(?.5ﬂ

Using the compute tool of SPSS 10.0, the tabulastades are obtained as: &t 0.1,x;,, = 7.7794; o
=0.05X¢qss =9. 4877 0 = 0.03,X,,,, =10. 7119 a = 0.01 ,x7,, =132767
Decision rule

RejectH, if Y*> x2 . HenceH, is only accepted at 0.01 level of significancesi1.6968
< 13.2767.

Conclusion
The coins are fair at 0.01 level of significancéyon
(2) Using the simplified likelihood method
The simplified likelihood test statistic for a odanensional problem as given in equation (3.1)

demands
Y?=23y0, Iog(&)—zmogn>)(fab_ (3.1
250, |og[iJ ~2nlogn= 2{15log(15>1<16j + 35Iog(35:16] + ...+10Iog(10>1(16ﬂ —2x120x10g120
i= P,
=1169729
Decision rule

Reject H, if Y*> x2 . Hence H, is only accepted at 0.01 level of significancecsin

11.69729 < 13.2767.
Conclusion
The coins are fair at 0.01 level of significancéyon
The results from a computer program are summaiizédble 2.
Example 2
The table below shows a study of relationship antag, blood type and sex in a country.

BLOOD TYPES
O | A | B | AB
SEX
Races M F M F M F M F ni
Racel 3 3 30 62 20 26 25 25 194
Race2 45 36 28 2 3 2 18 12 146
Race3 38 32 40 12 22 23 3 10 180
Race4 8 2 10 10 7 8 16 12 73
Total 94 73 108 86 52 59 62 59
n- i 167 194 111 121 593

Test the hypothesis thad) tace and blood group are independétréce, blood group and sex
are completely independent at = 0.005 level of significance; and compare yowules with that of
Pearson Chi-squared Statistic.

Solution
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0] This is a two - dimensional contingency tabld &éme results obtained from computer programs
are summarized in Table 3. Using the compute 6d6@PSS 10.00 the obtained tabulated value at

0.005 iS iSY 2,0, = 23. 5894

(i) By this exercise, apart from testing the recqiiiteypothesis we also intend to make some
comments on the behaviour of traditional and sifigaliform of the statistics when observations imeo
cells are less than 5. This three - dimensionaticgancy table and the results obtained from comput
programs are summarized in Table 4. T Using thepeaentool of SPSS 10.00 the obtained tabulated

value ato = 0.005 iSy¢o,s,, = 45. 5585

Comment

When some of the observed cells frequencies asettes 5, the result of the traditional and the
simplified version of the statistics could still lsensidered to be the same since the differenoes ar
negligible (Table 4).

4.0 Conclusion

This modified Likelihood ratio test statistic methof testing hypothesis about multinomial probaieti

in contingency tables has some advantages ovetrab#ional method. It is easier and faster because
there is no need of calculating the expected aeljiencies before the hypothesis can be tested.
Furthermore, the risk of committing either type ritype 11 errors is minimized since the problem of
figure approximation is frequently reduced.

Table2: Summary of the results of the Pearson’slad.ikelihood method

Methods Value Obtained Level of significance Demisi Conclusion
0.1 RejectH, The coins are not fair
0.05 Reject H . The coins are not fair
Traditional 13.0555 0.03 Reject H, The coins are not fair
0.01 AcceptH . The coins are fair
Pearson _ _
0.1 RejectH, The coins are not fair
3 0.05 RejectH, The coins are not fair
Modified 13.0555 0.03 Reject H . The coins are not fair
0.01 AcceptH The coins are fair
0.1 RejectH, The coins are not fair
0.05 RejectH, The coins are not fair
Traditional 11.69736 0.03 Reject H, The coins are not fair
0.01 AcceptH The coins are fair
Likelihood P _ _
0.1 Reject H . The coins are not fair
0.05 RejectH, The coins are not fair
Modified 11.69729 0.03 Reject H, The coins are not fair
0.01 AcceptH . The coins are fair
Table3: Summary of the results of the Pearson laadlikelihood method.
Methods Value Obtained Decision Conclusion
Traditional 169.9814 Reject H Race and Blood type are
Pearson 0 not independent
Simplified 169.9815 Reject H Race and Blood type are
0 not independent
Traditional 200.2103 Reject H Race and Blood type are
Likelihood 0 not independent
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Simplified 200.2107 Reject H . Raﬁe;nd BIC?Odt type are
not independen

Table4: Summary of the results of the Pearson laadlikelihood method.

Methods Value Obtained Decision Conclusion

Traditional 223.0238 Reject HO Race, Blood type and Sex are not

Pearson independent
Simplified 223.0239 Reject H Race, Blood type and Sex are not

0 independent
Traditional 264.0141 Reject H Race, Blood type and Sex are not

Likelihood 0 independent
Simplified 264.0151 ; Race, Blood type and Sex are not

RejectH, independent
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